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Minimax State/Residual-Energy
Constrained Shapers for Flexible
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Approach
The focus of this paper is on the design of shaped profiles subject to transient state
constraints and terminal energy limits. The issue of robustness to modeling errors is
addressed by formulating a minimax optimization problem in a linear programming
framework, permitting the generation of near-globally optimal shaped profiles. To illus-
trate the proposed technique, a deflection-limited/residual energy constrained, controller
design for flexible structures undergoing rest-to-rest maneuvers will be presented. Tech-
niques for improving robustness by the addition of state sensitivity equations, which
increases the robustness in the vicinity of the nominal model, are explored. Results for the
benchmark oscillator illustrate the benefit of the proposed approach over traditional
designs. �DOI: 10.1115/1.4001275�
Introduction
Vibration control of slewing flexible structures has been the

ubject of research interest in both the aerospace and robotics
ommunities �1,2�. These studies encompass a number of light-
eight flexible structures; such applications include large space-

raft and space structures �3�, robotic arms �4�, gantry cranes �5�,
ard disk drives �6�, etc. In 1957, Smith �1� proposed a wave
ancellation technique, termed as “Posicast,” to drive a system
ith one resonant mode to its final position in finite time. Singer

nd Seering �7� arrived at the same results as did Smith with an
nput shaping approach. In addition, they proposed a technique for

aking input shaping commands insensitive to errors in the model
arameters, which involved forcing the system’s residual energy,
nd derivative with respect to natural frequency or damping, to
ero. Singh and Vadali �2� derived the same results as did Singer
nd Seering �7� with the design of a time delay prefilter, which
rovided zeros to the system so as to cancel the poles. Liu and
ie �8� proposed an approach for desensitizing time-optimal con-

rol profiles to model uncertainties, which involved decoupling the
quations of motion into rigid and flexible body modes. Robust-
ess is achieved by forcing the partial derivative of the decoupled
tates with respect to the natural frequency to zero at the final
aneuver time �8�. Singh and Vadali �2,9� improved the robust-

ess of the shaped input and time-optimal control strategies by
pplying the pole cancellation technique and requiring the control
equence to satisfy the robustness constraints.

The aforementioned techniques essentially concentrate on
liminating residual vibration and increasing the robustness of in-
ut shaping and minimum-time controllers. None, however, ad-
ress the problem of limiting the large deflection amplitudes nor-
ally associated with them. Take for example the system

llustrated in Fig. 1; it may be necessary to move the structure a
nite distance in the minimum time while limiting the maximum
xtension/contraction that occurs in the spring. Banerjee et al. �10�
roposed the first approach for developing deflection-limited input
haping commands. In their paper, a technique for applying de-
ection limits at instances where local extrema points occur in the

ransient deflection is presented. However, the expressions are
nly derived for control impulse amplitudes of �1 warranting the
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development of bang-off-bang control sequences, which are not
time optimal. Robertson and Singhose �11� arrived at the same
results as with the aforementioned technique with a discrete ap-
proach. Later they presented an approach for developing closed
form expressions to the deflection-limiting commands �12�. Their
technique incorporated magnitude restricted coasting periods in
the preshaped profile. In addition, they developed a robust ap-
proach, which involved an extension in the number of profile
switch times �13�. Minimizing the worst case performance of the
system over the domain of uncertainty was posed as a minimax
problem by Singh �14�, and Tenne and Singh �15�. The residual
energy of the maneuvering system was used as the performance
index, and the performance index was sampled over the uncertain
domain to determine the maximum. This technique was illustrated
for shaping the reference inputs and for determining the robust
control profiles.

The preceding papers mainly focus on generating closed form
or numerical solutions to the deflection-limiting control problem
using nonlinear optimization toolboxes. Fegley et al. �16� pre-
sented a linear and quadratic programming formulation for the
design of optimal controllers. They present two techniques, which
include discretizing the state equations and assuming a finite set of
basis functions to represent the state and control profiles. They
arrive at convex programming problems, which produce near-
globally optimal controller. Sinha and Peng �17� presented a linear
programming formulation of the deflection-limited time-optimal
control design, which generates near-globally optimal controllers.
Both papers �16,17� propose a time weighted penalty function on
the terminal errors to determine a minimum-time controller. This
formulation asymptotically approaches the minimum-time solu-
tion as the penalty weights are increased. However, neither of
these papers study the problem of robustness to modeling uncer-
tainties, which is a focus of this paper. The problem statement for
state-constrained time-optimal control is outlined in Sec. 2. A lin-
ear programming approach for solving a state-constrained time-
optimal control problem is developed in Sec. 3. In addition, ro-
bustness is achieved by adding sensitivity states to the LP
formulation in Sec. 4. Finally, Sec. 5 details a minimax approach
with the objective of minimizing the maximum amplitude of tran-
sient deflection encountered across a specified domain of model

uncertainty.
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Downlo
Mathematical Formulation
The traditional time-optimal control problem consist of deter-
ining the control u�t�, which drives the system states x, gov-

rned by ẋ�t�=Ax�t�+Bu�t� from their specified initial state x0 to
heir desired final state xf, while minimizing the performance in-
ex

min J =�
0

tf

dt �1�

To guarantee that the input magnitude is physically obtainable
nd the actuators are capable of performing the desired maneuver,
t must also satisfy the constraint

umin � u�t� � umax �2�
To ensure that the states are not driven beyond their permissible

mplitude, they must additionally satisfy

�xmin � �x�t� = Lx�t� � �xmax �3�

here �x�t�=Lx�t� is a linear combination of states permitting
onstraints to be imposed on velocities, relative deflection, etc.

For simplicity the control limits are assumed to be symmetric.
n addition, for generality purposes, the control input is con-
trained to −1�u�t��1, and the states are constrained to −�

�x�t���, where � is, for example, the specified deflection or
elocity limit. The resulting problem statement for state-limited
ime-optimal control is

min J =�
0

tf

dt �4a�

ubject to

ẋ�t� = Ax�t� + Bu�t� �4b�

x�t0� = x0 x�tf� = xf �4c�

− 1 � u�t� � 1 ∀ t �4d�

− � � �x�t� � � ∀ t �4e�

here x�t��Rn and u�t��Rm. The structure of the time-optimal
ontrol profile for such a problem is often difficult to predict,
articularly with the addition of state constraints. Nonlinear opti-
ization techniques do not always guarantee global optimality

nd can be computationally expensive. Linear programming offers
n efficient method for handling numerous linear constraints. Al-
hough the accuracy is reliant on the number of discrete intervals
nd convergence tolerance, a Linear Programming �LP� approach
s globally convergent and guaranteed to produce a near-globally
ptimal control strategy irrespective of the system or number of
esonant modes being considered �18�.

Linear Programming Formulation
The problem statement for a standard linear programming prob-

em may be stated as

min cTz �5a�

m2m1 ���
���

���
����

k
�

x1
�

x2

�
u

Fig. 1 Undamped floating oscillator
ubject to
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Aeqz = beq �5b�

Az � b �5c�

zlb � z � zub �5d�

where z, in Eq. �5a�, represents a vector of variables to minimize
the cost function cTz. First, consider the linearized discrete time
state space model with sampling time Ts

x�k + 1� = Gx�k� + Hu�k� for k = 1,2, . . . ,n �6�

where G and H are the discrete time state space matrices of the
vibratory system. The state response for any input u�k� is

x�k + 1� = Gkx0 + �
i=1

k

Gk−iHu�i� �7�

where x0 corresponds to the initial states of the system. From Eq.
�7�, the final state response of the system may be represented as

x�n + 1� = Gnx0 + �
i=1

n

Gn−iHu�i� �8�

where n is the total number of discrete intervals and �n+1�Ts

represents the final maneuver time tf. Satisfying the equality given
in Eq. �8� guarantees that the desired final states are obtained
according to the governing dynamics of the system. Rearranging
Eq. �8� in the standard equality constraint format for linear prob-
lems gives

�Gn−1H Gn−2H . . . GH H ��
u1

u2

]

un−1

un

� = xf − Gnx0 �9�

Additionally, state limits are derived from the discrete time
state equations. Multiplying Eq. �7� by an output matrix L, defined
by Lx�k�=�x�k�, gives the expression for state variation at every
interval k represented as

�x�k + 1� = LGkx0 + �
i=1

k

LGk−iHu�i� �10�

For example, assuming x= �x1 x2 ẋ1 ẋ2�T for the system illus-
trated in Fig. 1, the output matrix, which captures the spring de-
formation would be given as L= �1 −1 0 0�. Therefore Eq. �10�
must satisfy the inequality

− � � LGkx0 + �
i=1

k

LGk−iHu�i� � � ∀ k � �0 n� �11�

For rest-to-rest maneuvering the initial states x0 are nominally
zero; therefore, Eq. �11� may be rewritten in the standard inequal-
ity constraint form

��
LH 0 . . . 0

LGH LH . . . 0

] ] ]

LGn−1H LGn−2H . . . LH
��

u1

u2

]

un

� � � �12�

To guarantee that the control input is obtainable, the saturation
constraints are simply given by

− 1 � u�k� � 1 �13�
Having specified the final maneuver time, Eqs. �9�, �12�, and

�13� constitute a set of linear equality and inequality constraints,
which, in conjunction with assigning c in Eq. �5a� to be a null

vector, results in a linear programming problem, which essentially
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Downlo
esults in a feasible control input. Iterative methods, such as the
isection algorithm, are then used to incrementally converge to
he time-optimal solution based on the feasibility of the current

aneuver time.

Robust Linear Programming
The control profile relies on the model parameters to satisfy the

erminal state constraints; therefore, the controller performance is
function of how accurately the system model is in representing

he system. The design technique presented in Sec. 3 relied solely
n the underlying presumption that no variation in the parameters
xist. Since this is never the case, it is desirable to obtain the
ontrol strategies, which are insensitive to errors in the estimated
arameter values.

In past researches, numerous techniques for desensitizing the
ontrol strategy to errors in the model parameters have been de-
eloped. Liu and Singh �19� proposed a technique which requires
he control input to satisfy boundary conditions on sensitivity
tates defined as the derivative of the state equations with respect
o the uncertain parameters. Robustness is achieved by forcing the
ensitivity states to zero at the end of the maneuver. Consider a
tate space representation of an uncertain linear dynamical system

ẏ = A�p�y + B�p�u �14�

here y�Rn, u�t��Rm, and p is a vector of uncertain param-
ters. The sensitivity of the states with respect to the ith parameter
i is

dẏ

dpi
=

�A

�pi
y + A

dy

dpi
+

�B

�pi
u �15�

hich can be concatenated to the state equations to create an
ugmented system model, which can be used for the design of
obust controllers. For example, consider the floating oscillator in
ig. 1, whose equations of motion are given as

m1ẍ1 + kx1 − kx2 = u �16a�

m2ẍ2 − kx1 + kx2 = 0 �16b�

ssuming that the uncertain parameter is the estimated spring
tiffness k, the partial derivative of Eq. �16� with respect to k
esults in

� ẍ1

�k
=

1

m1
	− x1 + x2 − k
 �x1

�k
−

�x2

�k
�� �17a�

� ẍ2

�k
=

1

m2
	x1 − x2 + k
 �x1

�k
−

�x2

�k
�� �17b�

learly the sensitivity expressions featured in Eqs. �17a� and
17b� are not independent from one another; thus, only one is
ecessary to capture the dynamics of the two. The relationship
etween the sensitivity states may be expressed as

� ẍ1

�k
= −

m2

m1

� ẍ2

�k
�18�

o increase the robustness, the following boundary conditions

 �x1

�k


tf

=  �x2

�k


tf

=  � ẋ1

�k


tf

=  � ẋ2

�k


tf

= 0 �19�

hich correspond to the sensitivity states at the final maneuver
ime are enforced.

By integrating Eq. �18� twice, backward in time, subject to the
oundary conditions presented in Eq. �19�, the relationship may

e expressed as
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�x1

�k
= −

m2

m1

�x2

�k
�20�

Substituting Eq. �20� into Eq. �17� permits the derivation of the
general state sensitivity expression of the form

� ẍ2

�k
=

x1

m2
−

x2

m2
− 
 k

m1
+

k

m2
� �x2

�k
�21�

Equation �21� represents a new equation to be introduced into the
system, which desensitizes the system to errors in the spring stiff-
ness k. The equations of motion in the continuous time domain are
represented by

�m1 0 0

0 m2 0

0 0 1
��

ẍ1

ẍ2

� ẍ2

�k
� + �

k − k 0

− k k 0

−
1

m2

1

m2

k

m1
+

k

m2

��
x1

x2

�x2

�k
� = �1

0

0
�u

�22�

The discrete time state space equations can be determined from
Eq. �22� and used in the same linear programming formulation
presented in Sec. 3.

5 Minimax Control Formulation
In the approach described in Sec. 4, controller robustness is

achieved by forcing sensitivity states to zero at the final maneuver
time. However, since the sensitivity states are evaluated at the
nominal system values, the control strategy is generally desensi-
tized to errors near these values. To exploit the knowledge of the
domain of uncertainty, it is desirable to develop a control strategy,
which is insensitive across the entire domain. In addition, the
previous design techniques focused only on achieving robustness
at the end of the maneuver, which is an attempt to obtain a more
acceptable steady state response. However, transient state-limited
control is the focus of this paper; therefore it is desirable to obtain
a control action, which desensitizes the transient deflection to er-
rors in the estimated parameter values. The general system model
can be represented as

Mẍ�t� + C���ẋ�t� + K���x�t� = Du�t� �23�

where � represents a finite parametric set of the uncertain param-
eter that must lie within the domain of uncertainty specified by

�lb � � � �ub �24�

where �lb and �ub represent the lower and upper bounds, respec-
tively. Estimates of inertia are often accurate, and hence in this
formulation, uncertainties appear in the damping and stiffness ma-
trices only. The goal is to design a control strategy with the ob-
jective of minimizing the maximum transient deflection. There-
fore the cost function f for each parameter uncertainty may be
stated as

f� = max
t

��x��t�� �25�

where the maximum is taken over all admissible time t� �0 tf�,
and the superscript � designates which uncertain system the de-
flection term belongs to. The worst �highest� cost can be defined
as

F = max
�

f� �26�

Thus the robust problem statement consist of determining the con-
trol strategy u�t�, which minimizes the maximum level of tran-
sient deflection given by

min F = min max f� �27�

u�t� u�t� �

MAY 2010, Vol. 132 / 031010-3
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5.1 Minimax Linear Programming. The LP formulation
resented in Sec. 3 only considers the nominal plant and uses an
terative approach to arrive at the optimal solution. At each itera-
ion, the final time is specified and a feasibility problem is solved,
.e., the cost function of the LP problem is a vector of zeros

ultiplying the optimization variables. Time optimality is
chieved by reducing the final time or increasing the final time if
he problem is feasible or infeasible respectively. To gain robust-
ess with respect to the transient deflection, it is proposed to re-
uire the LP formulation to satisfy multiple sets of linear con-
traints, which reflect the dynamics of each uncertain system.
irst, the state deflection term is introduced into the cost function
f the linear program given by

min cTz = �0 . . . 0 1 �	u

F
� �28�

he new objective function in Eq. �28� requires the optimizer to
nd the control action, which satisfies all the constraints, while
inimizing the maximum level of deflection given by F. It is

mportant to note that the final maneuver time represents a design
ariable in this formulation, and no sensitivity states are included.
he deflection constraint for each system is given by

− F � �x��k + 1� � F ∀ � �29�

here F is constrained to be a positive number.
Recall that the deflection expression may be represented in

erms of the discrete time state equation of the form

�x��k + 1� = LG���kx0 + �
i=1

k

LG���k−iH���u�i� . �30�

ubstituting Eq. �30� into Eq. �29� and rearranging into upper and
ower inequalities gives

− �
i=1

k

LG���k−iH���u�i� − F � 0 ∀ k � �0 n� �31a�

�
i=1

k

LG���k−iH���u�i� − F � 0 ∀ k � �0 n� �31b�

here the initial condition x0 is omitted for rest-to-rest maneuver-
ng. The standard inequality constraint format for linear problems

ay be represented as

− �
LH��� . . . 0 1

LG���H��� . . . 0 1

] . . . ] 1

LG���n−1H��� . . . LH��� 1
��

u1

]

un

F
� � 0 �32a�

�
LH��� . . . 0 − 1

LG���H��� . . . 0 − 1

] . . . ] − 1

LG���n−1H��� . . . LH��� − 1
��

u1

]

un

F
� � 0 �32b�

he upper and lower inequality matrices of Eqs. �32a� and �32b�
ay then be combined into one global matrix of R2n�n+1 dimen-

ion, given by

Q�z � 0 �33�

he terminal constraints for the discrete time state space equa-
ions, given by Eq. �8�, must also be satisfied. However, each
ncertain parameter �� ��lb �ub� presents a system with slightly
ifferent governing dynamics. Therefore the linear program can-
ot satisfy each set of equality constraints simultaneously. The
nly feasible approach is to pose them as inequality constraints
nd require the solution to satisfy the terminal constraints of each

ystem within a specified tolerance. Essentially this provides slack

31010-4 / Vol. 132, MAY 2010
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to the terminal position and velocity states. Therefore it is practi-
cal to invoke the tolerance on the residual energy of each system
given by

E��� =
1

2
ẋ�TMẋ� +

1

2
�x� − xref�TK����x� − xref� �34�

which is normally referred to as the pseudo energy equation since
it is associated with a hypothetical spring, whose potential energy
is zero when x=xref, which is the desired final displacement state.
Equation �34� is a quadratic function of the system states and
cannot be incorporated into a linear programming problem. Equa-
tion �34� represents a nth dimensional hypersphere, and if one can
bound it with hyperplanes, one can pose the constraint in a linear
form. Consider the expanded form of Eq. �34� rewritten as

E��� = 	 1
�2

�Mẋ��T	 1
�2

�Mẋ�� + 	 1
�2

�K����x�

− xref��T	 1
�2

�K����x� − xref�� �35�

Since the residual energy is a scalar quadratic term, where the
kinetic energy is only a function of the velocity states and poten-
tial energy is only a function of the position states, bounding the
residual energy in state space can be represented as requiring the
states to lie in a hypersphere, whose radius is the residual energy
bound. By circumscribing or inscribing the hypersphere with
bounding hyperplane, Eq. �35� can be approximated as

− � �
1
�2

�Mẋ� +
1
�2

�K����x� − xref� � � �36�

where � is a vector, which represents a user specified design
variable constraining the square root of the system’s terminal po-
tential and kinetic energy �Fig. 2 illustrates the linear approxima-
tion of a circle in two dimensional space�. Equation �36� however,
consists of all the system states; therefore, a nth order system
needs to be constrained on n axes. Additionally, the energy terms
are no longer restricted to be positive in sign; therefore, they must
also be constrained along the negative axis. “In geometry of n
dimensions, an orthant is one of the 2n parts of Euclidean space
defined by constraining each Cartesian coordinate axis to be posi-
tive or negative. That is, an orthant is the analogue of a quadrant
in the plane, and is defined by a system of inequalities �ixi	0 for
1� i�n on the coordinates xi, where �i= �1” �20�. Therefore, the
fourth order system in Fig. 1 would require a minimum of 16
constraint equations to make a reasonable linear approximation.
Since the error in approximating an orthant of a unit hypersphere
with a hyperplane is given by 1− �1 /�n� �21�, where n is the
dimension of the system, it is clear that the approximation error

p+q=−π

p+q=πp−q=π

p−q=−π

p

q

π√
E

√
E

Fig. 2 Linearly approximated residual energy constraints
increases as a function of the system order. By decoupling the
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ystem states into the rigid and flexible body equations of motion,
more accurate approach can be fashioned. Since individual en-

rgy expressions may be written for each of the decoupled states,
hey are always second order and are therefore easily constrained
n 2D space. The decoupled state vector, assuming a Rayleigh
amping matrix, defined by y= �
 q1 . . . qn�, may be written in
he form

�
̈�

q̈1
�

]

q̈n
�
� + �

0 0 . . . 0

0 2�1�1��� . . . 0

] ] . . . ]

0 0 . . . 2�1�n���
��
̇�

q̇1
�

]

q̇n
�
�

+ �
0 0 . . . 0

0 �1
2��� . . . 0

] ] . . . ]

0 0 . . . �n
2���

��

�

q1
�

]

qn
�
� = �

0

1

]

n

�u�t� �37�

here 
 represents the rigid body state associated with system
ass and qi represents the flexible body states, each associated
ith a natural frequency and damping ratio. The relationship be-

ween the physical and decoupled states is given by

x = Vy �38�

here V represents the similarity transformation matrix deter-
ined from the eigenvectors of the system. Therefore the bound-

ry conditions which accompany the decoupled states are found
y

y�t0� = V−1x0 �39a�

y�tf� = V−1xf �39b�

ewriting the decoupled state space presented in Eq. �37� leads to
he following set of differential equations of motion


̈� = 0u�t� �40a�

q̈i
� + 2�i�i���q̇i

� + �i
2���qi

� = iu�t� for i = 1, . . . ,n

�40b�

hus the residual energy expressions for the rigid and flexible
ody modes may be represented by

Erb =
1

2
�
̇��2 �41a�

Ei
fb =

1

2
�q̇i

��2 +
1

2
�i

2����qi
��2 for i = 1, . . . ,n �41b�

learly the rigid body mode only contains kinetic energy, due to
he rigid body equation of motion being an explicit function of the
ystem mass. Consequently, applying an inequality constraint to
q. �41a� results in no penalty to the terminal position of the rigid
ody state. To address this, a pseudo potential energy term is
dded to the rigid body energy expression. This acts as a hypo-
hetical spring, whose potential energy is zero when 
=
ref, pe-
alizing the terminal state. 
ref is the desired final displacement of
he rigid body mode in the modal space. The new residual energy
xpression is given by

Erb =
1

2
�
̇��2 +

1

2
kp�
� − 
ref�2 �42a�

Ei
fb =

1

2
�q̇i

��2 +
1

2
�i

2����qi
��2 for i = 1, . . . ,n �42b�

here kp is an arbitrarily selected positive value since it is asso-
iated with a pseudo spring constant. The expressions in Eq. �42�

re again quadratic functions of the system states and cannot be
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incorporated into a linear problem. However, similar to the ap-
proach of Eq. �34�, Eq. �42� may be expanded and linearly ap-
proximated to satisfy the inequality

− � �
1
�2


̇� �
1
�2

kp
1/2�
� − 
ref� � � �43a�

− � �
1
�2

q̇i
� �

1
�2

�i���qi
� � � �43b�

Satisfying�of each term in Eq. �43� accounts for all the nec-
essary conditions to fully constrain each decoupled energy expres-
sion. Defining q to be the square root of the kinetic energy of the
mode and p as the square root of the potential energy of the mode,
Fig. 2 illustrates the approximation of the circle corresponding to
the residual energy of the rigid/flexible model �Eq. �42��, with a
polygon given by Eq. �43�, where the shaded area represents the
approximation error. Equation �43� may now be rewritten in the
form

− � � P����y� − ȳ f� � � �44�

where y is the decoupled state vector given by

y = �
 
̇ q1 q̇1 . . . qn q̇n �T �45�

and the matrix P��� is given by

P��� =
1
�2�

�kp 1 0 . . . . . . 0

− �kp 1 0 . . . . . . 0

0 0 �1��� 1 ] ]

] ] − �1��� 1 ] ]

] ] . . . . . . �n��� 1

0 0 . . . . . . − �n��� 1

� �46�

The final inequality constraint on the residual energy term is rep-
resented by

− � + P���yf � P���y� � � + P���yf �47�

where y� is evaluated at the final maneuver time. Recall that the
final state response of the system in terms of the discrete time
state equation may be represented as

y��n + 1� = G���ny0 + �
i=1

n

G���n−iH���u�i� �48�

Substituting Eq. �48� into Eq. �47� and rearranging into upper and
lower inequalities gives

− �
i=1

n

P���G���n−iH���u�i� � � − P���yf �49a�

�
i=1

n

P���G���n−iH���u�i� � � + P���yf �49b�

where the initial condition is again removed for rest-to-rest ma-
neuvering. Equation �49� may be expanded into standard inequal-
ity form for a linear programming problem as

− �P���G���n−1H��� . . . 0 �	u

F
� � � − P���yf �50a�

�P���G���n−1H��� . . . 0 �	u

F
� � � + P���yf �50b�

Similar to the deflection inequality, the upper and lower matrices
in Eq. �50� may be combined into a global matrix of dimension
R2r�n+1, where r refers to the total number of states in the system,

represented as
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R�z � � � P���yf �51�
he resulting problem statement for the deflection-limited mini-
ax formulation is given by

min cTz = �0 . . . 0 1 �	u

F
� �52a�

s.t. �Q�z � 0

R�z � � � P���yf

− 1 � u�k� � 1
� ∀ � � ��lb �ub� �52b�

ote that the residual energy constraints used in this formulation
re functions of both the rigid body and flexible modes unlike the
etric used in the design of extra insensitive shapers �22�, which

se the contributions of the flexible modes in the determination of
he optimal input shaper. When no rigid body exists in the system,
he two constraints are identical.

Numerical Simulations
In this section, the proposed techniques are illustrated on the

ndamped floating oscillator problem �Fig. 1� undergoing a rest-
o-rest maneuver, whose equations of motion are

	m1 0

0 m2
�	ẍ1�t�

ẍ2�t�
� + 	 k − k

− k k
�	x1�t�

x2�t� � = 	1

0
�u�t� �53�

ith the boundary conditions

x��t0� = 	0

0
� x�̇�t0� = 	0

0
� x��tf� = 	1

1
� x�̇�tf� = 	0

0
� �54�

First, the linear program is solved using the nonrobust formu-
ation presented in Sec. 3, which minimizes the final time, re-
uires satisfaction of the terminal state constraints and transient
eflection constraint, and only considers the nominal model. The
ominal system parameters for all the simulation are selected as
=m1=m2=1, and the permissible deflection level is specified as
=0.15. Figure 3 illustrates the control profile and the nominal
ystem response with a total maneuver time of tf =5.9287 s.

The figure clearly shows that when the deflection limit is
eached, the system enters a period with identical mass velocities
nd similar displacements in the system response. We will refer to
his as coasting. Figure 4 illustrates the evolution of the deflection,
hich includes two coasting periods. However, in the coasting
eriod, the control profile exhibits a chattering behavior. In con-
rast to the analytical solution, the switch time locations of the
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Fig. 3 Nonrobust deflection-limited control profile for �=0.15
iscrete profile are limited to occurring at prescribed intervals;
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thus, it is impossible to synchronize the velocities exactly. The
solution is a rapidly switching input sequence, which causes the
state velocities to alternate back and forth between each interval.
This behavior, in turn, sustains a constant state deflection value for
the duration of the coast. However, Robertson and Singhose �12�
evidenced the coasting period amplitude of the analytical solution
to be a constant input magnitude of u�t�=k�1+ �m1 /m2���. There-
fore, to ameliorate the chattering, the control profile is post-
processed by forcing the input magnitude to be constant at loca-
tions where the deflection constraint is active. Figure 5 illustrates
the modified profile along with the residual energy distribution for
the pre- and post-processed control strategies. This clearly dem-
onstrates that the modification may be achieved with little or no
alteration on the simulated response.

Next, state sensitivity equations are added to the formulation,
and the linear program is solved using the robust approach in Sec.
4. Figure 6 illustrates the robust control profile along with the
nominal system response. The overall maneuver time of tf
=6.5924 s is 0.6637 s greater than the nonrobust; thus, robustness
is not obtained without some penalty. Additionally, the added sen-
sitivity states require two additional switch times in the control
profile.

In the final example, the linear program is solved using the
minimax approach, as outlined in Sec. 5, and five evenly distrib-
uted stiffness parameters, which represent the dynamics of the
lower, upper, middle, and nominal valued systems. The domain of
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ncertainty is specified as 0.7�k�1.3, with a residual energy
olerance of �=0.03 for constraints given by Eq. �43� and a
seudo spring constant of kp=0.7. The decoupled state space
quations are found to be

	
̈�t�
q̈�t�

� + 	0 0

0 �2��� �	
�t�
q�t� � = �

1

m1 + m2

− 1

m1 + m2

�u�t� �55�

here the state transformation and natural frequency are given by

	x1�t�
x2�t� � = �1 −

m2

m1

1 1
�	
�t�

q�t� ����� =�k����m1 + m2�
m1m2

�56�

nd boundary conditions are given as


�t0� = 
̇�t0� = 0, 
�tf� = x1�tf�, 
̇�tf� = 0
�57�

q�t0� = q̇�t0� = 0, q�tf� = q̇�tf� = 0

o conduct a fair comparison, the same final time determined in
he robust approach is used here. The cost function was deter-
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Fig. 6 Robust deflection-limited control profile for �=0.15
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mined to be F=0.18, which occurred at k=0.7. Due to the maxi-
mum deflection occurring at k=0.7, the control profile is driven by
the uncertainty; thus, the amplitude of the coasting periods is also
driven by this uncertainty. Therefore, the control profile, as illus-
trated in Fig. 7, is post-processed according to u�t�=k�1
+ �m1 /m2��F. Figure 7 illustrates the resulting profile along with
the simulation results for the system with a stiffness of 0.7, which
corresponds to the plant with the largest deflection.

Figures 8 and 9 illustrate the variation in the residual energy
and maximum deflection with respect to the uncertain stiffness
parameter k. Clearly the robust solution is predominately superior
to the nonrobust solution, as evidenced by the substantial increase
in residual vibration for trivial perturbations near the nominal pa-
rameter value. However, as shown in Fig. 9, both exhibit deflec-
tion distributions that are very sensitive to parameter variations.
The minimax solution, however, remains equally desensitized in
residual energy and is lower than either of the domain limits. The
maximum deflection is slightly higher at the nominal value,
though it is significantly desensitized across the entire domain of
uncertainty. Since the overall energy distribution appears high, a
second minimax problem is solved with a 20% extended maneu-
ver time and residual energy tolerance of �=0.0005. Clearly the
results for residual energy and maximum deflection distribution
are far superior to any of the preceding controller designs, as
shown by the dash-dot line in Figs. 8 and 9. Table 1 summarizes
the performance of each controller and reports a percent change
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rom the nonrobust solution. It is clear that there is an increase in
he maneuver time, which trades off significant reduction in the
esidual energy and maximum deflection.

Conclusion
This paper addresses the problem of designing time-optimal

ontrol strategies, which limit the maximum magnitude of tran-
ient deflection experienced in a maneuvering flexible structure.
inear programming techniques are developed to determine ro-
ust and nonrobust control strategies for the deflection-limiting
roblem. The linear programming solution can contain rapid chat-
ering of the control, which can be post-processed to derive a
ontrol profile with few switches. In addition, a minimax ap-
roach, with the goal of minimizing the maximum transient de-
ection that occurs over a range of parameter uncertainty, is pre-
ented. The proposed techniques are illustrated on a benchmark
oating oscillator problem. The residual energy and maximum
eflection distribution for each controller are studied across a
pecified domain of uncertainty in the spring stiffness. The results
emonstrate that the robust and nonrobust solutions produce un-
esirable magnitude of transient deflection for minor perturbations
n the model parameter. However, for an acceptable level of re-
idual vibration, the minimax solution can achieve highly desen-
itized transient deflection across the entire domain of uncertainty.
urthermore, the formulations and illustrations presented in this
aper place emphasis on system deflection; however, these meth-
ds are equally applicable to other transient state limitations such
s velocity constraints. Lastly, the minimax approach formulated
n this paper illustrates only one approach to a larger class of
roblems. The method essentially consist of three independent
ariables: final maneuver time tf, residual energy tolerance �, and
aximum deflection coefficient F. The formulation requires two

o be specified, while the third is minimized. Alternatively, one
ould delineate a maximum deflection limit F for all uncertain
ystems while minimizing the maximum residual energy �, via a
inimax formulation. Conversely, for defined limits F and �, an

terative algorithm could be implemented to minimize the final
aneuver time t .

Table 1 Controller performance summary

erformance term Nonrobust
Robust

�%�
Minimax 1

�%�
Minimax 2

�%�

inal time �tf� 5.9287 111.2 111.2 133.4
aximum �E 0.1485 59.4 71.3 95.2
aximum �x�t� 0.3809 31.7 52.7 57.4
f

31010-8 / Vol. 132, MAY 2010

aded 28 Apr 2010 to 128.205.23.23. Redistribution subject to ASME
References
�1� Smith, O. J. M., 1957, “Posicast Control of Damped Oscillatory Systems,”

Proc. IRE, 45, pp. 1249–1255.
�2� Singh, T., and Vadali, S. R., 1993, “Robust Time-Delay Control,” ASME J.

Dyn. Syst., Meas., Control, 115�2�, pp. 303–306.
�3� Junkins, J. L., Rahman, Z. H., and Bang, H., 1990, “Near-Minimum Time

Maneuvers of Flexible Vehicles: A Lyapunov Control Law Design Method,”
Mechanics and Control of Large Flexible Structures, AIAA, Washington, DC,
pp. 565–594.

�4� Ballhaus, W. L., Rock, S. M., and Bryson, A. E., 1992, “Optimal Control of a
Two-Link Flexible Robotic Manipulator Using Time-Varying Controller
Gains,” American Astronautics Society, Paper No. 92-055.

�5� Singhose, W. E., Porter, L. J., and Seering, W. P., 1997, “Input Shaped Control
of a Planar Gantry Crane With Hoisting,” Proceedings of the American Control
Conference, Albuquerque, NM.

�6� Miu, D. K., and Bhat, S. P., 1991, “Minimum Power and Minimum Jerk
Control and Its Application in Computer Disk Drives,” IEEE Trans. Magn.,
27�6�, pp. 4471–4475.

�7� Singer, N. C., and Seering, W. P., 1990, “Preshaping Command Inputs to
Reduce System Vibrations,” ASME J. Dyn. Syst., Meas., Control, 112, pp.
76–82.

�8� Liu, Q., and Wie, B., 1992, “Robust Time-Optimal Control of Uncertain Flex-
ible Spacecraft,” J. Guid. Control Dyn., 15�3�, pp. 597–604.

�9� Singh, T., and Vadali, S. R., 1994, “Robust Time-Optimal Control: Frequency
Domain Approach,” J. Guid. Control Dyn., 17�2�, pp. 346–353.

�10� Banerjee, A. K., Singhose, W. E., and Seering, W. P., 1997, “Slewing Flexible
Spacecraft With Deflection-Limiting Input Shaping,” Journal of Guidance,
Control, and Navigation, 20�2�, pp. 291–297.

�11� Robertson, M. J., and Singhose, W. E., 2001, “Generating Deflection-Limiting
Commands in the Digital Domain,” Proceedings of the AAS/AIAA Astrody-
namics Specialist Conference.

�12� Robertson, M. J., and Singhose, W. E., 2005, “Closed-Form Deflection-
Limiting Commands,” Proceedings of the American Control Conference, Vol.
11, pp. 2104–2109.

�13� Robertson, M. J., and Singhose, W. E., 2006, “Robust Analytic Deflection-
Limiting Commands,” Proceedings of the American Control Conference, Vol.
11, pp. 363–368.

�14� Singh, T., 2002, “Minimax Design of Robust Controllers for Flexible Struc-
tures,” J. Guid. Control Dyn., 25�5�, pp. 868–875.

�15� Tenne, D., and Singh, T., 2004, “Efficient Minimax Control Design for Pre-
scribed Parameter Uncertainties,” J. Guid. Control Dyn., 27�6�, pp. 1009–
1016.

�16� Fegley, K. A., Blum, S., Bergholm, J. O., Calise, A. J., Marowitz, J. E.,
Porcelli, G., and Sinha, L. P., 1971, “Stochastic and Deterministic Design and
Control via Linear and Quadratic Programming,” IEEE Trans. Autom. Control,
16, pp. 759–766.

�17� Sinha, A., and Peng, H., 1992, “Near-Minimum-Time Control of a Flexible
Robot Arm via Linear Programming,” Int. J. Robot. Autom., 7�4�, pp. 152–
160.

�18� Driessen, B. J., and Sadegh, N., 2001, “Minimum-Time Control of Systems
With Coulomb Friction: Near Global Optima via Mixed Integer Linear Pro-
gramming,” Opt. Control Appl. Methods, 22�2�, pp. 51–62.

�19� Liu, S., and Singh, T., 1997, “Robust Time-Optimal Control of Flexible Struc-
tures With Parametric Uncertainty,” ASME J. Dyn. Syst., Meas., Control,
119�4�, pp. 743–748.

�20� Datorro, J., 2005, Convex Optimization and Euclidean Distance Geometry,
Meboo Publishing �http://meboo.convexoptimization.com/Meboo.html�, p. 52.

�21� Singh, T., 2009, Optimal Reference Shaping for Dynamical Systems: Theory
and Applications, CRC, Boca Raton, FL.

�22� Singhose, W., Derezinski, S., and Singer, N., 1996, “Extra-Insensitive Input
Shapers for Controlling Flexible Spacecraft,” Journal of Guidance, Control,
and Navigation, 19�2�, pp. 385–391.
Transactions of the ASME

 license or copyright; see http://www.asme.org/terms/Terms_Use.cfm


