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Abstract

This paper presents an approach to calculate prefilters
that are insensitive to parameter deviations. The cost
function chosen for this approach is the magnitude of
the time-delay filter transfer function. By approximat-
ing the cost function with a polynomial, the effort of
calculating minimax robust profiles can be reduced.
The resulting control profiles yield a performance sim-
ilar to the minimax robust controller. This is verified
by the numerical results included in this paper.

1 Introduction

Numerous researchers have studied the problem of con-
trol of residual vibration of flexible structures. Since
these residual vibrations can severely degrade the con-
trol performance, various approaches have been inves-
tigated aiming at a reduction in the undesired excita-
tion of the oscillatory modes. This research is impor-
tant for areas as diverse as maneuvering of large space
structures [1], flexible arm robots [2], computer disk
drives [3], and cranes [4].

One of the techniques proposed to cope with the afore-
mentioned problem is based on an input prefiltering
technique, which was first discussed by Smith [5] and
which he termed Posicast Control . It is based on the
superposition of a couple of delayed input sequences
spaced such that the excitation of the oscillatory mode,
which cannot be avoided during the maneuver, is coun-
teracted. The performance of this controller was ham-
pered by parametric uncertainties which could stem
from modeling uncertainties or the exclusion of some
modes from the system model. Despite these limita-
tions, the results are still very promising, since it is
possible to reach settling times faster than the period
of the natural frequency of the system while warranting
quiescent final states.

Different methods have been proposed to deal with the
aforementioned model imprecisions. Singer and Seer-

ing [6] suggested an approach to design input shapers
addressing the sensitivity of the posicast controllers
with respect to damping ratio and natural frequency
of the oscillatory mode. In order to robustify the time
delay filter, they set the derivative of the constraint
equation with respect to the natural frequency to zero.
They also showed that desensitizing the controller with
respect to the natural frequency also results in de-
creased sensitivity with respect to the damping ratio.

Singh and Vadali [7] discovered that a time delay filter
which cancels the underdamped poles of the system re-
sults in the same control profile as the aforementioned
input shaping filter. They also illustrated that the use
of a series of time-delay filters, which have been de-
signed for the nominal system frequency, results in in-
creased robustness to modeling uncertainties. The wit-
nessed robustness stems from additional zeros of the
time delay filter being placed atop the system poles.

Other robustification methods include approaches such
as designing input prefilters that maximize the uncer-
tain region where residual vibration is less than a pre-
specified quantity. These are called Extra-Insensitive
shapers [8]. They are characterized by the fact that
the amount of residual vibration is fixed to zero at some
points in the vicinity of the nominal system values.

Recently, Singh [9] proposed a minimax formulation
to desensitize the controller with respect to modeling
errors. The maximum magnitude of the residual en-
ergy over the entire uncertain space is minimized. A
weighting function can also be incorporated taking the
statistics of the model uncertainties into account.

This paper presents a near-minimax robustification
method. The cost function is chosen as the magnitude
of the frequency spectrum of the time-delay filter eval-
uated over the entire uncertain interval. By employing
justificable approximations in the problem formulation,
it is possible to derive analytical expressions relating
the position of the zeros placed by the time delay fil-
ter to parameters describing the uncertain region. The
performance of the resulting controller is comparable
to that of a numerically optimized controller provided
that the parameter deviation is reasonably small.
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First, the problem is formulated and the minimax cost
function is simplified. In the subsequent sections, dif-
ferent distributions of zeros will be analyzed. Con-
trollers placing two or three zeros in the uncertain in-
terval will be analyzed. The uncertain interval may
or may not be symmetric with respect to the nominal
value and the user can decide whether to place a zero of
the time-delay filter at the nominal value or not. This
is followed by a section giving numerical examples. The
performance of the approximated and the real minimax
controller are compared for a spring-mass system.

2 Problem Formulation

The paper is concerned with the design of near-
minimax robust prefilters for undamped single input
systems, which can be described by the differential
equation

ÿ(t) + ω2(p) y(t) = ω2(p) u(t). (1)

ω denotes the frequency of the flexible mode and is sub-
ject to a parametric uncertainty. The uncertain space
is spanned by p, known to be bounded by

plb ≤ p ≤ pub. (2)

The nominal case is denoted as pnom. The uncertain
space does not need to be symmetric with regard to
pnom.

The cost function chosen is the magnitude of the time
delay filter transfer function, evaluated over the entire
uncertain space. The magnitude of the transfer func-
tion is a measure of how much a certain flexible mode
will be excited by a given control sequence. Reducing
the magnitude will reduce the amount of excitation of
the associated flexible mode and thus the amount of
residual vibration. Robustification is achieved by min-
imizing the maximum magnitude of the transfer func-
tion over the entire uncertain space. In addition, the
magnitude may be forced to zero at pnom. This ensures
that the control performance reaches an optimum if all
parameters assume their nominal values.

The cost function at every single point of the uncertain
space is given as

F (p, x) = |G (jω(p), x) |. (3)

The minimax robustification problem is then stated as

min
x

max
p

F (p, x). (4)

This problem statement can be solved by employing
a numerical optimization scheme. In the following,
methods will be derived, which allow the design of
controllers without solving the numerical optimization
problem, thus simplifying the design process and re-
ducing the amount of computational expense.
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Figure 1: Structure of the Time Delay Filter Described
by Eq. 5

3 Simplification of the Cost Function

A one delay time-delay filter as described by Singh [7]
is given as

G(s) =
1

A1 + 1
(
A1 + e−sT

)
. (5)

The time delay filter is shown in Fig. 1. The magnitude
of its transfer function is given by

|G(σ + jω)|

=

√
(A1 + e−σT cos(ωT ))2 + (e−σT sin(ωT ))2

A1 + 1

=

√
A2

1 + 2A1 e−σT cos(ωT ) + e−2σT

A1 + 1
.

(6)

For the following development, it is assumed that the
structure has no damping. For this case, σ = 0 and
A1 = 1. The magnitude can then be written as

|G(jω)| = 1
2

√
(1 + cos(ωT ))2 + (sin(ωT ))2

=
1
2

√
2 + 2 cos(ωT ).

(7)

The zeros of the time-delay filter are placed at the po-
sitions

s = j
(2n+ 1)π

T
∀ n = −∞, . . . ,∞. (8)

The cosine is first split up using a trigonometric iden-
tity and then approximated by a Taylor Series Expan-
sion around the zero located at ω0.

|G(jω)|

=

√
2 + 2 cos ((ω0 + ∆ω) T )

2

=

√
2 + 2(−1)

(
1− 1

2! (∆ω T )2 + 1
4! (∆ω T )4 − . . .)

2

≈
√

(∆ω T )2

2
=

1
2

∆ω T

(9)

This shows that a purely linear relation between ω and
|G(jω)| may be used in the vicinity of a zero of the
time-delay filter transfer function.
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Figure 2: Magnitude of the Transfer Function of the Two
Zero Minimax Robust Controller

This result will now be applied to time-delay filters
placing more than one zero in the vicinity of a sys-
tem pole. These time-delay filters can be written as a
multiplication of individual time delay filters given by
Eq. 5. For such a combination, the cost function can
be approximated by a multiplication of terms as given
in Eq. 9. This step is based on the assumption that
the zeros of all time-delay filters are placed sufficiently
close to each other. For the following developments, all
frequencies are normalized with respect to ω0, which
will be the nominal frequency. This ensures that the
entire development is independent of the location of
nominal parameter values.

3.1 Two Zeros in the Uncertain Interval
In the following, the calculation of a two-zero minimax
robust controller will be carried out. The two zeros
will be located at ω1

ω0
and ω2

ω0
. The uncertain interval is

bounded by

1− ∆ω
ω0
≤ ω

ω0
≤ 1 +

∆ω
ω0

. (10)

Since the magnitude of the time-delay filter is not con-
strained at the nominal value, it can be assumed with-
out a loss of generality that the nominal value is always
the mid-point of the interval.

Figure 2 shows the general shape of the magnitude of
the time delay filter transfer function. In order to find
the minimum of all maximum values, the position of all
possible maximal points along with their values must
first be determined. Maximum values can be located
at the left and/or right end of the uncertain interval as
well as somewhere between these two endpoints.

The approximated cost function is given by

F (ω) = |ω − ω1| |ω − ω2|, (11)

The location of maxima within the uncertain interval
must be determined. The position of the only maxi-
mum within the interval is given as

ωmax
ω0

=
ω1 + ω2

2 ω0
. (12)

It has been shown that there are three candidate max-
imum values. One or more of these points will be max-
imum values of the cost function, depending on ω1

ω0
and

ω2
ω0

. The maximum is located at the left end of the
interval, if

F (ω0 −∆ω) ≥ F (ωmax)
F (ω0 −∆ω) ≥ F (ω0 + ∆ω),

(13)

which can be rewritten as

ω2
0

(
ω1

ω0
−
(

1− ∆ω
ω0

))(
ω2

ω0
−
(

1− ∆ω
ω0

))

≥ ω2
0

(
ωmax
ω0

− ω1

ω0

)(
ω2

ω0
− ωmax

ω0

)
,

ω2
0

(
ω1

ω0
−
(

1− ∆ω
ω0

))(
ω2

ω0
−
(

1− ∆ω
ω0

))

≥ ω2
0

((
1 +

∆ω
ω0

)
− ω1

ω0

)((
1 +

∆ω
ω0

)
− ω2

ω0

)

(14)

Provided that these two inequalities hold true, the
maximum value is given by

F = (ω1 − (ω0 −∆ω)) (ω2 − (ω0 −∆ω)) (15)

and can be minimized by

ω1

ω0
,
ω2

ω0
→
(

1− ∆ω
ω0

)
(16)

A similar development can be used to find out when
the maximum value will be located at the right end
of the interval. The maximum is located there, if the
inequalities

F (ω0 + ∆ω) ≥ F (ωmax)
F (ω0 + ∆ω) ≥ F (ω0 −∆ω),

(17)

hold true. These constraints can be rewritten in a way
similar to Eq. 14, which will not be shown here. The
value at the right end of the interval,

F = ((ω0 + ∆ω)− ω1) ((ω0 −∆ω)− ω2) , (18)

can be minimized by

ω1

ω0
,
ω2

ω0
→
(

1 +
∆ω
ω0

)
(19)

A third case, which must be considered, is that the
maximum is positioned at ωmax

ω0
. The inequalities for

this case are given as

F (ωmax) ≥ F (ω0 −∆ω)
F (ωmax) ≥ F (ω0 + ∆ω),

(20)

This set of constraints can also be rewritten in the form
given by Eq. 14, which will not be shown here. Pro-
vided that these two inequalities hold true, the cost
function at this point evaluates to

F = (ωmax − ω1) (ω2 − ωmax) (21)
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A reduction in the function value can be achieved by
ω1

ω0
,
ω2

ω0
→ ωmax

ω0
. (22)

The minimization requirements listed in Eq. 16, 19, and
22 contradict each other and cannot be pursued simul-
taneously. They will finally result in that all three pos-
sible maximum points assume an equal function value.
The position of the poles, ω1 and ω2, can therefore be
solved from the equations

ω2
0

((
1 +

∆ω
ω0

)
− ω1

ω0

)((
1 +

∆ω
ω0

)
− ω2

ω0

)

= ω2
0

(
ω1

ω0
−
(

1− ∆ω
ω0

))(
ω2

ω0
−
(

1− ∆ω
ω0

))
,

ω2
0

((
1 +

∆ω
ω0

)
− ω1

ω0

)((
1 +

∆ω
ω0

)
− ω2

ω0

)

= ω2
0

(
ωmax
ω0

− ω1

ω0

)(
ω2

ω0
− ωmax

ω0

)
.

(23)

This set of constraints is solved by

ω1

ω0
= 1− 1√

2
∆ω
ω0

,
ω2

ω0
= 1 +

1√
2

∆ω
ω0

, (24)

which represents the zero configuration for the minimax
robust controller placing two zeros in the uncertain in-
terval. The maximum values will be located at

ω

ω0
= 1− ∆ω

ω0
,
ω

ω0
= 1,

ω

ω0
= 1 +

∆ω
ω0

, (25)

all of them yielding a cost function value of

Fmax =
(

1− 1√
2

)(
1 +

1√
2

)
∆ω2 =

1
2

∆ω2 (26)

3.2 Three Zeros in the Uncertain Interval
For many applications, the system parameters will
most likely assume their nominal values. For those
applications, it is desirable to achieve excellent con-
trol performance at the nominal point in the uncertain
space. The best performance is achieved at those points
in the uncertain space where the time delay filter trans-
fer function is zero. Therefore, we will now require that
a zero is placed at the nominal frequency ω

ω0
= 1.

The filter presented in the previous section did not give
the designer the opportunity to place a zero arbitrar-
ily. A third zero will now be introduced, which can be
placed arbitrarily. The general shape of the magnitude
of the filter is shown in Fig. 3. As can already be seen
from the figure, there are four candidate points for the
maximum. The left and the right endpoint as well as
two points within the uncertain interval.

For the first part of this section, it will be assumed that
the uncertain interval is symmetric with respect to the

-
ω
ω0

6
|G(ω)|

1

ωmaxωmax

Uncertain Region
1− ∆ω1

ω0
1 + ∆ω2

ω0

ω1
ω0

ω2
ω0

Figure 3: Magnitude of the Transfer Function of the
Three-Zero Minimax Robust Controller

nominal value ω0, i. e. ∆ω1
ω0

= ∆ω2
ω0

= ∆ω
ω0

. By formu-
lating sets of inequality expressions as carried out in
the previous section, it is possible to solve for the loca-
tion of the poles in terms of the width of the uncertain
interval. After going through the entire development,
the zero configuration can be derived as

ω1

ω0
= 1−

√
3

2
∆ω
ω0

,
ω2

ω0
= 1,

ω3

ω0
= 1 +

√
3

2
∆ω
ω0

. (27)

The maximum values of the cost function will be lo-
cated at

ω

ω0
= 1− ∆ω

ω0

ω

ω0
= 1− 1

2
∆ω
ω0

ω

ω0
= 1 +

1
2

∆ω
ω0

ω

ω0
= 1 +

∆ω
ω0

.

(28)

The cost function at these points is given by

Fmax =
(

1− 1
2

√
3
)(

1 +
1
2

√
3
)

∆ω2 =
1
4

∆ω2 (29)

Now, the assumption that the uncertain interval has
symmetric bounds is abandoned. For this development,
the bounds are denoted as

Ω1 = 1− ∆ω1

ω0

Ω2 = 1 +
∆ω2

ω0
.

(30)

Two cases must be distinguished depending on the
bounds of the uncertain interval. The first case un-
der investigation deals with an uncertain interval for
which the distance from the nominal point to the left
border of the interval is larger than the distance to
the right border, i. e. ∆ω1 > ∆ω2. Going through the
mathematical development leaves the designer with the
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implicit equations
(
Ω2

1 − 2Ω1Ω2 + Ω2
2

)
x4

+
(−2Ω3

2 − 2Ω2Ω2
1 + 4Ω3

1

)
x3

+
(
6Ω1Ω3

2 + 6Ω4
1 + Ω4

2 + 3Ω2
1Ω2

2

)
x2

+
(−2Ω2Ω4

1 + 2Ω2
1Ω3

2 − 4Ω1Ω4
2 + 4Ω5

1

)
x

+
(−4Ω3

1Ω3
2 − 3Ω4

1Ω2
2 + Ω6

1 − 2Ω5
1Ω2 − 4Ω2

1Ω2
2

)
= 0,

(31)

and
(
Ω2

1 + 2Ω1Ω2 − Ω2
2

)
x2

+
(
Ω3

1 − 3Ω1Ω2
2 + 2Ω3

2

)
x

+
(−2Ω3

1Ω2 − 3Ω2
1Ω2

2 − Ω4
2

)
= 0,

(32)

which must be solved for x.

Comment on solutions The solution x relates to the
zeros as

ω1

ω0
= 1− Ω2

1 x+ Ω3
1 − Ω3

2 + Ω2
2 x

Ω1 x+ Ω2
1 + Ω2

2 − Ω2 x
ω2

ω0
= 1 + x.

(33)

From this set of equations, criteria can be found to
select the right solution x from the solution vector. The
solution must be real and must lie within the interval
0 ≤ x ≤ ∆ω2.

If the right interval is larger than the left interval, two
extra steps have to be taken. First the problem is trans-
formed so that the length of the left and the right un-
certain interval are exchanged. The problem has thus
been converted to the case treated previously. After
the distance of the poles from the nominal values have
been calculated, they are exchanged again.

4 Calculation of the Time-Delay Filter

Once the position of the zeros has been obtained, a
time-delay filter can be set up which realizes these ze-
ros. Depending on how much resources can be used,
one can either calculate a time-optimal control profile
or use a time-delay filter with fixed sampling time. For
the latter, a pseudo inverse can be used to calculate
the time delay filter profile, thus the time-delay filter
design can be carried out in real-time. The time delay
filter with n−1 delays and sampling time T is given as

G(s) =
n∑

i=0

Aie
−i s T (34)

The requirements to cancel a single pole at s = j ω can
be written as

[∑n
i=0Ai cos(ω i T ) = 0∑n
i=0Ai sin(ω i T ) = 0

]
(35)
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Figure 4: Spring Mass System

This equation can be written in vector form as

[
1, cos(ω T ), cos(2ω T )
0, sin(ω T ), sin(2ω T )

]

A0

A1

A2


 =

[
0
0

]
. (36)

This set of equations is of the form

A x = b (37)

and can be solved by calculating the pseudo inverse of
A given as

x = A† b, (38)

where † denotes the pseudo-inverse.

5 Numerical Results

In this section, a comparison is carried out between the
different robustification methods. The method is tested
on a spring-mass system. The system under consider-
ation is shown in Fig. 4. The dynamics of this system
are given as

ÿ(t) + ω2 y(t) = ω2 u(t), (39)

where ω denotes the natural frequency. The natural
frequency is assumed to be known only within a certain
interval which is bounded by

1− ∆ω1

ω0
≤ ω

ω0
≤ 1 +

∆ω2

ω0
. (40)

The nominal value is given as ω
ω0

= 1.

5.1 Two Zeros in the Uncertain Interval
In this section, different filters are compared. All filters
may place two zeros in the uncertain interval. The
location of the zeros has been compared for varying
distances of the uncertain interval.

Figure 5 plots the magnitude of the transfer function
over the natural frequency for an uncertain interval
bounded by 0.8 ≤ ω

ω0
≤ 1.2. The uncertain interval

is shaded in grey. This diagram shows the difference
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in sensitivity with respect to the natural frequency for
the different controllers. The first controller shown in
this diagram was designed to place both zeros at the
mid-point of the uncertain interval. This is the stan-
dard robustification method if a pure pole cancellation
approach is chosen. The zeros are locatec at

ω1

ω0
= 1,

ω2

ω0
= 1 (41)

The second controller was designed based on a minimax
optimization approach using a numerical optimization
package. The zeros have been placed at

ω1

ω0
= 0.8591,

ω2

ω0
= 1.1395 (42)

The third controller was designed using the technique
described in this paper, which results in zeros being
placed at

ω1

ω0
= 0.8586,

ω2

ω0
= 1.1414 (43)

As can be seen from the diagram, the difference be-
tween the minimax controller and the near minimax
robust controller is very small. The error introduced
by the assumptions is far less than one percent.
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Figure 5: Cost Function over Parameter Deviation

The variation of the zeros over the width of the uncer-
tain space is shown in Fig. 6. The grey shaded area
denotes the uncertain interval. This diagram clearly
illustrates that the position of the zeros can be approx-
imated over a wide range of bounds of the uncertain
space.

5.2 Three Zeros in the Uncertain Interval
Two different cases can be distinguished, depending
on whether the uncertain interval is symmetric with
respect to the nominal value or not. First, a symmetric
uncertainty is assumed. The nominal value is given as
ω
ω0

= 1 and ω is bounded by 0.8 ≤ ω
ω0
≤ 1.2. Different

controllers have been designed for this system. A plot
of the cost function over parameter deviation for the
different controllers is shown in Fig. 7. The controller
design employing the pole cancellation technique places
all three poles at

ω1

ω0
= 1,

ω2

ω0
= 1,

ω3

ω0
= 1. (44)
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Figure 6: Variation of Zeros over Uncertainty
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Figure 7: Cost Function over Parameter Deviation

The minimax robust controller, which was constrained
to place at least one zero at ω

ω0
= 1, has three zeros in

the uncertain interval, located at
ω1

ω0
= 0.8273,

ω2

ω0
= 1,

ω3

ω0
= 1.1716. (45)

The controller which was designed utilizing the approx-
imation technique places the zeros at

ω1

ω0
= 0.8268,

ω2

ω0
= 1,

ω3

ω0
= 1.1732. (46)

The variation of the zeros over the width of the uncer-
tain range is illustrated in Fig.8. The error introduced
by the approximation is again less than one percent.
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Figure 8: Variation of Zeros over Uncertainty

In the following, the assumption concerning symmetry
of the uncertain interval with regard to the nominal
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point is abolished. The nominal value is still placed at
ω
ω0

= 1, whereas the natural frequency is bounded by
0.75 ≤ ω

ω0
≤ 1.15.

The pole cancellation controller will again consist of
three zeros placed at the nominal value, i. e.

ω1

ω0
= 1,

ω2

ω0
= 1,

ω3

ω0
= 1. (47)

The reference minimax design locates zeros of the time
delay filter at

ω1

ω0
= 0.7814,

ω2

ω0
= 1,

ω3

ω0
= 1.0987. (48)

The near-minimax robust controller places its zeros in
the close vicinity of the reference design at

ω1

ω0
= 0.7807

ω2

ω0
= 1,

ω3

ω0
= 1.1014. (49)

The mislocation of the poles caused by the approxima-
tions is far less than one percent. The magnitude of the
transfer function as a function of frequency is shown in
Fig.9.
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Figure 9: Cost Function over Parameter Deviation
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Figure 10: Variation of Zeros over Uncertainty

The next example shows the opposite case, where the
interval is unevenly divided by the nominal value such
that the bigger part of the interval is to the right of the
nominal value. The nominal value is placed at ω

ω0
= 1,

while the maximum parameter deviation is bounded
by 0.85 ≤ ω

ω0
≤ 1.25. As in all previous examples, the

pole cancellation controller will place all zeros at the
nominal value, i. e.

ω1

ω0
= 1,

ω2

ω0
= 1,

ω3

ω0
= 1. (50)

For the reference minimax design, the zeros turned out
to be at

ω1

ω0
= 0.7814,

ω2

ω0
= 1,

ω3

ω0
= 1.0987. (51)

The near-minimax robust controller places the zeros at

ω1

ω0
= 0.7807

ω2

ω0
= 1,

ω3

ω0
= 1.1014. (52)

The error caused by the assumptions is again far less
than one percent. Figure 11 presents a magnitude plot
of the different transfer functions of the time delay fil-
ters and Fig.12 shows the variation of the zeros as a
function of the uncertain interval.
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Figure 11: Cost Function over Parameter Deviation
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Figure 12: Variation of Zeros over Uncertainty

6 Conclusion

This paper presented the design of minimax robust
time delay filters. The cost function chosen was the
magnitude of the time delay filter transfer function
evaluated over the entire uncertain space. The magni-
tude of the time delay filter transfer function, which is
easy to calculate, approximately measures the amount
of residual vibration. The smaller the magnitude of the
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transfer function at a certain point, the smaller the im-
pact level. Robustness can be achieved by minimizing
the maximum value over the entire uncertain space. A
constraint can be added which forces the magnitude of
the transfer function at the nominal values to zero.

A numerical optimization package can be used to solve
the minimax problem. However, the computational ex-
pense of these methods is quite large and precludes
realtime generation of the control profile. The paper
presented a method which allows generation of near-
minimax robust control profiles. The parameters of the
time-delay filters are given as functions of the nominal
frequency as well as the bounds of the uncertain space.
These parameters can easily be obtained in real-time.

Numerical results have proven the feasibility of the pro-
posed design method. The error introduced by the ap-
proximations is small for the cases presented in the
section on numerical examples.
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